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Abstract We study Talagrand concentration and Poincaré type inequalities for un-
bounded pure jump Markov processes. In particular we focus on processes with
degenerate jumps that depend on the past of the whole system, based on the model
introduced by Galves and Löcherbach, in order to describe the activity of a biologi-
cal neural network. As a result we obtain concentration properties.
Keywords brain neuron networks, Poincaré inequality, Talagrand inequality.

Resumen Estudiamos la concentración de Talagrand y las desigualdades de tipo
Poincaré para procesos de Markov de salto puro no acotado. En particular, nos cen-
tramos en los procesos con saltos degenerados que dependen del pasado de todo el
sistema, basado en el modelo introducido por Galves y Löcherbach, para describir
la actividad de una red neuronal biológica. Como resultado obtenemos algunas pro-
piedades de concentración.
Palabras Claves desigualdades de Poincaré, desigualdades de Talagrand, redes neu-
ronales cerebrales.

1 Introduction

Our aim is to obtain Poincaré type inequalities related to the semigroup Pt and
the associated invariant measure of unbounded jump processes based on a model
introduced by Galves and Löcherbach (Galves & Löcherbach, 2013), in order to
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describe neural interactions. As a result, exponentially fast rates of convergence to
equilibrium are obtained. There are three interesting features about this particular
jump process. The first is the degenerate nature of the jumps, since every neuron
jumps to zero after it spikes, and thus looses its memory. The second, is that if one
focuses on one neuron, then the spiking probability depends on its current state and
so from the system’s past. Thirdly, the intensity function that describes the jump
behaviour of any of the unbounded neurons at any time is an unbounded function.

For Pt the associated semigroup and µ the invariant measure we show the Poin-
caré type inequality

1
c(t)

µ
(
VarPt ( f )) ≤ µ(Γ( f , f )) + µ(F(ϕ)Γ( f , f )ID

)
where the second term is a local term for the compact set D := {x ∈ RN

+ : xi ≤

m, 1 ≤ i ≤ N}, for some m. Accordingly, for every function defined outside the
compact set {x ∈ RN

+ : xi ≤ m + 1, 1 ≤ i ≤ N} we obtain the stronger

µ
(
VarPt ( f )

)
≤ c(t)µ(Γ( f , f ))).

Furthermore, in relation to the invariant measure the following inequality is pro-
ven

Varµ( f ) ≤ cµ (Γ( f , f )) .

Consequently, we derive concentration properties

µ ({Pt f − µ( f ) ≥ r}) ≤ e−cr.

In addition, we show Talagrand type concentration inequalities,

µ


 N∑

i

xi < r


 ≥ 1 − e−cr.

In the next section the neuroscience framework is described.

1.1 The neuroscience framework

We consider a set of finitely many interacting neurons, say N in number. Each one
of these neurons i, 1 ≤ i ≤ N is characterized by its membrane potential Xi

t : R+ →
R+ at time t ∈ R+. In this way, an N dimensional random process Xt = (X1

t , ..., X
N
t )

is defined, representing the the network’s membrane potential.
The neuron’s membrane potential does not describe only the neuron itself, but

also the interactions between the different neurons in the network, through the spi-
king activity of the neuron. What is called spike, or alternatively action potential,
is a high-amplitude and brief depolarisation of the membrane potential that occurs
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from time to time, and constitutes the only disturbance of a neuron’s membrane
potential transmitted between the neurons.

The frequency at which a neuron spikes is expressed through the intensity fun-
ction ϕ : R+ → R+. ϕ(x) describes the intensity of a neuron with membrane potential
x.

Every time a neuron spikes it loses its memory, in the sense that after a spike has
occurred, the membrane potential is always reduced to zero. Then, the rest of the
neurons j , i on the system have their membrane potential increased by a positive
quantity Wi→ j ≥ 0 called the synaptic weight, which represents the influence of the
spiking neuron i on j. It should be noted that the membrane potential of any of the
N neurons remains constant between two consequent jumps.

From our discussion up to this point it should be clear that the whole dynamic
of the whole interacting neural system is interpreted exclusively by the jump times.
Thus, from a purely a probabilistic perspective, the dynamic can be explained by a
simple point process. One should however bear in mind that since the spiking neu-
ron jumps to zero these point processes are non-Markovian. For examples of Haw-
kes processes describing neural systems one can look at Chevallier (2017); Duarte,
Löcherbach, & Ost (2019); Duarte & Ost (2014); Galves & Löcherbach (2013);
Hansen, Reynaud-Bouret, & Rivoirard (2015); Hodara & Löcherbach (2017).

An alternative view point, instead of focusing exclusively on the jump times, is to
study how the membrane potential evolves between jumps as well, when this evolu-
tion is already determined. In the case of deterministic drift between the jumps, for
example, as examined in Hodara, Krell, & Löcherbach (2016), the membrane po-
tential is attracted towards an equilibrium potential exponentially fast. In that case,
the process is a Piecewise Deterministic Markov Process (PDMP). This process was
introduced in Davis (1984, 1993) by Davis. PDMPs are frequentely used to model
chemical and biological phenomena (see for instance André (2019); André & Plan-
che (2021); Crudu, Debussche, Muller, & Radulescu (2012); Pakdaman, Thieullen,
& Wainrib (2010), as well as Azaı̈s, Bardet, Génadot, Krell, & Zitt (2014) for an
overview).

In the current paper we adopt a similar framework, except we do not consider
drifts occurring between two consecutive jumps, but rather a pure jump Markov
process, which for convenience we will abbreviate as PJMP.

Although here we work with a finite number of neurons, so that we can take
advantage of the Markovian nature of the membrane potential, Hawkes processes
in general allow the study of infinite neural systems, as in Galves & Löcherbach
(2013) or Hodara & Löcherbach (2017).

Unlike Hodara et al. (2016), a Lyapunov-type inequality allows us to get rid of
the compact state-space assumption. Due to the deterministic and degenerate nature
of the jumps, the process does not have a density continuous with respect to the
Lebesgue measure. We refer the reader to Löcherbach (2018) for a study of the
density of the invariant measure. Here, we make use of the lack of drift between the
jumps to work with discrete probabilities instead of densities.
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1.2 The model

The model is similar to the compact model presented in Hodara & Papageorgiou
(2019); Papageorgiou (2020), only that now we consider the case of non compact
membrane potential. Consider an increasing intensity function ϕ : R+ 7→ R+, satisf-
ying the conditions:

ϕ(x) ≥ δ (1)

and

ϕ(x) > cx for x ∈ R+. (2)

For positive constants δ and c. The intensity function characterizes the Markov
process Xt = (X1

t , . . . , X
N
t ). If we define

(∆i(x)) j =

{
x j +Wi→ j j , i
0 j = i

}
, (3)

then the process X has generator L which is expressed through the intensity
function:

L f (x) =
N∑

i=1

ϕ(xi)
[
f (∆i(x)) − f (x)

]
(4)

for every x ∈ RN
+ and f : RN

+ → R any test function.

1.3 Poincaré type inequalities

We start with a description of the analytical framework and the definition of the
Poincaré inequality on a general discrete setting. For more details one can con-
sult Ane & Ledoux (2000), Chafaı̈ (2004), Diaconis & Saloff-Coste (1996), Saloff
(1996) and Wang & Yuan (2010). For a function f and a probability measure v,∫

f dv will be used for the expectation of the function with respect to that measure.
Consider a Markov process (Xt)t≥0 with Markov semigroup Pt f (x) = ex( f (Xt)).

We define

L f := lı́m
t→0+

Pt f − f
t

the infinitesimal generator of the process. We will frequently use the following
relationships: d

dt Pt = LPt = PtL (see for instance Guionnet & Zegarlinksi (2003)).
Furthermore, considering a semigroup (Ps)s≥0 and a measure µ, the measure is

invariant to the semigroup if

µPs = µ, for every s ≥ 0.
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From the definition of the generator we obtain that µ(L f ) = 0.

We will also consider the operator Γ(·, ·), usually called the “carré du champ”,
defined as follows

Γ( f , g) :=
1
2

(L( f g) − fLg − gL f ).

When we consider PJMPs the operator (4) takes the form

Γ( f , f ) =
1
2

 N∑
i=1

ϕ(xi)
[
f (∆i(x)) − f (x)

]2)

 .
For a function f and a measure m, the variance of the function with respect to

this measure is Varm( f ) = m( f − m( f ))2.
We say that a measure m, satisfies a Poincaré inequality if the following holds

Varm( f ) ≤ Cm(Γ( f , f ))

for a constant C > 0 independent of f . In the case where instead of a single measure
we have a family of measures as happens with semigroups, then the constant of the
inequality may depend on the time, as in the examples studied in Wang & Yuan
(2010), Ane & Ledoux (2000) and Chafaı̈ (2004). The aforementioned papers used
the so-called semigroup method. Following the same approach in the current work
leads to an inequality for the semigroup Pt which involves a time constant C(t).

In both Wang & Yuan (2010) and Ane & Ledoux (2000), the translation property

ez+y f (Xt) = ez f (Xt + y)

was used to retrieve the carré du champ. Taking advantage of this, for example in
Wang & Yuan (2010), the inequality was obtained for a constant C(t) = t for a
special example of point processes.

In a recent paper (Hodara & Papageorgiou, 2019) the same degenerate PJMP as
in (1)-(4) was considered but for bounded neurons. The Poincaré type inequality
obtained for the compact case was

VarPt ( f (x)) ≤ α(t)PtΓ( f , f )(x) + β
∫ t

0
PsΓ( f , f )(x)ds

where α(t) is a polynomial depending on time t of order two and β some positi-
ve constant. For the compact case, this was later improved in Papageorgiou (2020)
where the stronger modified log-Sobolev inequality was obtained. In the more ge-
neral non compact case examined in the current paper we will prove the alternative
weighted Poincaré type inequality.
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VarPt ( f )(x)µ(dx) ≤ δ1(t)µ(Γ( f , f )(x)) + δ2(t)µ

(
F(ϕ)Pt(Γ( f , f )Ixt∈D)(x)

)
.

Consequently, the stronger∫
VarPt ( f )(x)µ(dx) ≤ δ1(t)µ(Γ( f , f )(x))

holds for every function f with a domain outside the compact {x ∈ RN
+ : xi ≤

m + máxN
i=1 Wi→ j, 1 ≤ i ≤ N}. In order to handle the intensity functions we will

use the Lyapunov method presented in Cattiaux, Guillin, Wang, & Wu (2009) and
Bakry, Cattiaux, & Guillin (2008) which has the advantage of reducing the problem
from the unbounded to the compact case.

The inequality for the semigroup family {Pt, t ≥ 0} which refers to the general
case where neurons take values in the whole of R+ follows.

Theorem 1. Assume the PJMP as described in (1)-(4). Then, for every t ≥ t1, for
some t1 > 0, the following weighted Poincaré type inequality holds∫

VarEx ( f (xt))µ(dx) ≤δ1(t)µ(Γ( f , f )(x)) + δ2(t)µ
(
[F(ϕ)(x)]Pt(Γ( f , f )Ixt∈D)(x)

)
where

F(ϕ)(x) =
N∑

i=1

ϕ(xi),

while δ1(t) a first and δ2(t) a third order polynomial of t respectively, that do not
depend on the function f .

As a direct corollary of the theorem we obtain the following.

Corollary 1. Assume the PJMP as described in (1)-(4). Then, for every function f
with a domain outside {x ∈ RN

+ : xi ≤ m + máxN
i=1 Wi→ j, 1 ≤ i ≤ N}, the following

Poincaré type inequality holds

µ
(
VarPt ( f )

)
≤ c(t)µ(Γ( f , f )))

for every t ≥ t1, for some t1 > 0.

The invariant measure is presented on the next theorem.

Theorem 2. Assume the PJMP as described in (1)-(4). Then µ satisfies a Poincaré
inequality

µ ( f − µ f )2 ≤ C0µ(Γ( f , f ))

for some constant C0 > 0.
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1.4 Concentration and other Talagrand type inequalities

Concentration inequalities play a vital role in the examination of a system’s con-
vergence to equilibrium. Talagrand (see Talagrand (1995) and Talagrand (1991))
associated the log-Sobolev and Poincaré inequalities (see for instance Guionnet &
Zegarlinksi (2003); Bakry, Gentil, & Ledoux (2014); Inglis & Papageorgiou (2014))
for exponential distributions with concentration properties (see also (Bobkov & Le-
doux, 1997)), that is

µ (|Pt f − µ( f )| > r) ≤ λ0eλµ(F)e−λrp
(5)

for some p ≥ 1. In particular, when the log-Sobolev inequality holds, then (5) is true
for p = 2, while in the case of the weaker Poincaré inequality, the exponent is p =
1. Furthermore, the modified log-Sobolev inequality that interpolates between the
two, investigated for example in Barthe & Roberto (2008); Gentil, Guillin, & Miclo
(2005); Papageorgiou (2011), gives convergence to equilibrium of speed 1 < p < 2.

Concentration properties related to the Poincaré inequality, or as in our case, the
Poincaré type inequality, are closely related with exponential integrability of the
measure, that is

µ(eλ f ) < +∞

for some appropriate class of functions f . This problem, is itself connected to boun-
ding the carré du champ of the exponent of a function

µ(Γ(eλ f /2, eλ f /2)) ≤
λ2

4
Ψ ( f )µ(eλ f ) (6)

for some Ψ ( f ) uniformly bounded. When diffusion processes are considered where
the carré du champ is defined through a derivation, (6) is satisfied for ||∇ f ||∞ < 1
(more details on section 4). The subject is thoroughly discussed in Ledoux (1999).
In our case we consider

||| f |||∞ = sup {µ( f g); g : µ(g) ≤ 1} .

Then we can obtain exponential integrability and a bound (6) for functions f
such that |||ϕ(xi)D( f )2|||∞ < 1 and |||ϕ(xi)eλD( f )D( f )2|||∞ < 1, where D( f )(x) =
supN

i=1 | f (x) − f (∆i(x))|. The main concentration property for this class of functions
follows.

Theorem 3. Assume the PJMP as described in (1)-(4). For every function f , such
that µ( f ) < ∞, satisfying

|||ϕ(xi)D( f )2|||∞ < 1 and |||ϕ(xi)eλD( f )D( f )2|||∞ < 1

there exists a constant λ0 > 0 such that

µ ({| f − µ( f )| > r}) ≤ λ0eλµ( f )e−λr,
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for some λ, λ0 > 0.

Consequently we obtain the following convergence to equilibrium property:

Corollary 2. Assume µ( f ) < ∞. Assume the PJMP as described in (1)-(4). For every
function f , satisfying

|||ϕ(xi)D( f )2|||∞ < 1 and |||ϕ(xi)eλD( f )D( f )2|||∞ < 1

there exist constants λ, λ0 such that

µ ({|Pt f − µ( f )| > r}) ≤ λ0eλµ( f )e−λr

where µ is again the invariant measure of the semigroup.

Furthermore, for the case of unbounded neurons, we can obtain Talagrand
inequalities similar to the ones proven for the modified log-Sobolev inequality in
Barthe & Roberto (2008).

Theorem 4. Assume the PJMP as described in (1)-(4). Then the following Tala-
grand inequality holds.

µ


x :

∑
i

xi ≤ r


 ≥ 1 − λ0e−λr

for some λ0, λ > 0.

2 Methodology

The methodology is developed around the need to control the variance outside a
compact domain. In order to prove the Poincaré inequality for the non-compact case
there are two main steps. At first we restrict our functions on some compact domain
and we prove a local weighted Poincaré inequality. In order to expand the result to
the non-compact case we then show a Lyapunov inequality, which places a barrier
on the values of the variance when the functions are defined beyond a compact set.
Using the two, we obtain a weighted Poincaré inequality for the non-compact case.
The second step is to prove the actual Poincaré inequality for the invariant measure.

Having obtained the Poincaré inequality for the invariant measure we prove the
Talagrand concentration properties.

The paper is structured in the following way. At first the proof of the Poincaré
inequality for the semigroup Pt and the invariant measure µ are presented in sections
3.1 and 3.2 respectively. For both inequalities a Lyapunov inequality will be used
to control the behaviour of the neurons outside a compact set. This is proven at
the beginning of section 3. In the final section 4 the concentration inequalities are
proven.
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3 Proof of the Poincaré inequalities

In both the inequalities involving the semigroup and the invariant measure, the
use of a Lyapunov function will be a crucial tool in order to control the intensity
function outside a compact set.

We recall that under the framework of Hodara et al. (2016), our generator is
defined by

L f (x) =
N∑

i=1

ϕ(xi) ( f (∆i(x)) − f (x))

where ∆i(x) is defined by (∆i(x)) j := x j +Wi→ j if j , i and (∆i(x))i := 0.
Since we assume that for all neurons i and j,Wi→ j ≥ 0, we can then consider that

the state space is RN
+ .

We put Wi :=
∑

j,i Wi→ j.

Lemma 1. Assume that for all x ∈ R+, ϕ(x) ≥ cx and δ ≤ ϕ(x) for some constants c
and δ > 0. Then if we consider the Lyapunov function:

V(x) = 1 +
N∑

i=1

xi

there exist positive constants ϑ, b and m so that the following Lyapunov inequality
holds

LV ≤ −ϑV + bIB

for the set B =
{∑N

i=1 xi ≤ m
}
.

Proof. For the Lyapunov function V as stated before, we have

LV(x) =
N∑

i=1

ϕ(xi)(Wi − xi)

=
∑

i:xi>1+Wi

ϕ(xi)(Wi − xi) +
∑

i:xi≤1+Wi

ϕ(xi)(Wi − xi)

≤ −
∑

i:xi>1+Wi

ϕ(xi) +
∑

i:xi≤1+Wi

ϕ(1 +Wi)Wi − δ
∑

i:xi≤1+Wi

xi

≤ −(c ∧ δ)
N∑

i=1

xi +

N∑
i=1

ϕ(1 +Wi)Wi.

Putting b :=
∑N

i=1 ϕ(1 +Wi)Wi, we have for any α ∈ [0, 1]
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LV(x) ≤ −α(c ∧ δ)
N∑

i=1

xi − (1 − α)(c ∧ δ)
N∑

i=1

xi + b

≤ −α(c ∧ δ)V(x) + b + α(c ∧ δ) − (1 − α)(c ∧ δ)
N∑

i=1

xi

≤ −α(c ∧ δ)V(x) + (b + α(c ∧ δ)) 1B(x),

with

B =

 N∑
i=1

xi ≤
b + α(c ∧ δ)

(1 − α)(c ∧ δ)


in which case m = b+α(c∧δ)

(1−α)(c∧δ) .

3.1 Poincaré inequality for the semigroup

In Theorem 1 presented in the current section we prove the main results of the
paper for systems of neurons that take values on R+.

As already explained, the approach used will be to reduce the problem from the
unbounded case to the compact case examined in Hodara & Papageorgiou (2019).
To do this we will follow closely the Lyapunov approach developed in Cattiaux et
al. (2009); Bakry et al. (2008) to prove super Poincaré inequalities.

We start by showing that the chain returns to the compact set D with a strictly
positive probability bounded from below.

For a neuron i ∈ I and time s, we define ps(x) to be the probability that the
process starting with initial configuration x has no jump before time s, and pi

s(x) the
probability that during time s only the neuron i jumps. Then, (see also Hodara &
Papageorgiou (2019))

ps(x) = e−sϕ(x)

and

pi
s(x) =

∫ s

0
ϕ(xi)e−uϕ(x)e−(s−u)ϕ(∆i(x))du

=

 ϕ(xi)
ϕ(x)−ϕ(∆i(x))

(
e−sϕ(∆i(x)) − e−sϕ(x)

)
if ϕ(∆i(x)) , ϕ(x)

sϕ(xi)e−sϕ(x) if ϕ(∆i(x)) = ϕ(x)

 (7)

where above we have denoted ϕ(x) =
∑

j∈I ϕ(x j). Furthermore, if we denote

t0 =


ln(ϕ(x))−ln(ϕ(∆i(x)))

ϕ(x)−ϕ(∆i(x))
if ϕ(∆i(x)) , ϕ(x)

1
ϕ(x)

if ϕ(∆i(x)) = ϕ(x)

 (8)
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then pi
s(x) as a function of the time s, is continuous, strictly increasing on (0, t0) and

strictly decreasing on (t0,+∞), while we have pi
0(x) = 0.

For any configuration y ∈ D we define the set of configurations Dy containing all
configurations x such that for some t > 0, πt(x, y) := Px(Xt = y) > 0.

Lemma 2. Assume the PJMP as described in (1)-(4). Then, for every y ∈ D in the
domain of the invariant measure and x ∈ Dy, there exist a θ > 0 and a t1 > 0, such
that

πt(x, y) ≥
1
θ

for every t ≥ t1.

Proof. We want to show that for every configuration y ∈ D in the domain of the
invariant measure, one has that πt(x, y) ≥ 1

θ
for some positive θ. The proof will be

divided in three parts.
A) At first, for y ∈ D, we restrict ourselves to every x ∈ D ∩ Dy.
Since µ(y) > 0 and lı́mt→∞ πt(x, y) = µ(y) we readily obtain that for every couple

x, y ∈ D there exist θ1 > 0 and tx,y > 0 such that for every t > tx,y we have that
πt(x, y) > 1

θ1
. But since D is compact, the configurations in D are finite in number

and so máxx,y∈D{tx,y} < ∞. We thus conclude that there exists a θ1 > 0 such that

πt(x, y) >
1
θ1
,

for every t > t′1 := maxx,y∈D{tx,y}.
In the next two steps we extend the last result to x ∈ Dc.
B) We will show that there exist θ2 > 0 and δ−1 ≥ t2 > 0, such that for every

x ∈ Dc ∩ Dy, there exists a z ∈ D ∩ Dy such that

πt2 (x, z) ≥
1
θ2
.

We enumerate the N neurons with numbers from 1 to N in decreasing order, so
that ϕ(xi) ≥ ϕ(xi+1). Define x̂i = ∆i(∆i−1(...∆1(x))...) the configuration starting from
x after the 1st, then the 2nd up to the time the i’th neuron has spiked in that order.
Then for every si > 0 we have

πt2 (x, x̂N) ≥ p1
s1

(x)p2
s2

(x̂1)...pN
sN

(x̂N−1),

where we recall that pi
s(x) is the probability that only the neuron i jumps during

time s. If we choose si =
1

Nϕ(x̂i−1
i ) then we have pi

si
(x̂i−1) ≥ N−1e−1. To see this, from

(7) we can compute bounds for pi
si

(x̂i−1). In the case where ϕ(∆i(x̂i−1)) = ϕ(x̂i−1) we
have

pi
si

(x̂i−1) = siϕ(x̂i−1
i )e−siϕ(x̂i−1) ≥ N−1e−1,

since ϕ(x̂i−1
i ) ≥ ϕ(x̂i−1

j ) for every j , i, implies that ϕ(x̂i−1)
Nϕ(x̂i−1

i ) ≤ 1. In the opposite case

where ϕ(∆i(x̂i−1)) , ϕ(x̂i−1), we then have
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pi
si

(x̂i−1) =
ϕ(x̂i−1

i )

ϕ(x̂i−1) − ϕ(∆i(x̂i−1))

(
e−siϕ(∆i(x̂i−1)) − e−siϕ(x̂i−1)

)
≥

siϕ(x̂i−1
i )

ϕ(x̂i−1) − ϕ(∆i(x̂i−1))
e−si máx{ϕ(∆i(x̂i−1)),ϕ(x̂i−1)}

(
ϕ(x̂i−1) − ϕ(∆i(x̂i−1))

)
≥

1
N

e−1,

since ϕ(∆i(x̂i−1))
Nϕ(x̂i−1

i ) ≤ 1 and ϕ(x̂i−1)
Nϕ(x̂i−1

i ) ≤ 1.
So we obtain

πt2 (x, z) ≥ (Ne)−N ,

and the result is proven for θ2 = (Ne)N , z = x̂N and t2 =
∑N

i=1 si ≤
1
δ
.

C) Having shown (A) and (B) we can finish the proof for x ∈ Dc. For this, it is
sufficient, for every y ∈ D and x ∈ Dc ∩ Dy to write

πt(x, y) ≥ πt2 (x, x̂N)πt−t2 (x̂N , y)

and the assertion follows for t ≥ 1
δ
+ t2. Consequently, the Lemma follows for

t ≥ t1 := max{t′1, t2 +
1
δ
}.

This Lemma will be used to show a key result for the proof of the local Poincaré
inequality.

Lemma 3. Assume z ∈ Dc. For the PJMP as described in (1)-(4), we have

(∫ t−s

0

(
e∆i(z)(L f (zu)Izu∈D) − ez(L f (zu)Izu∈D)

)
du

)2

≤

4θ2t2Mez(Γ( f , f )(xt)Ixt∈D)

for every t ≥ t1.

Proof. We can compute

i2 :=
(∫ t−s

0

(
e∆i(z)(L f (zu)Izu∈D) − ez(L f (zu)Izu∈D)

)
du

)2

≤

2

∫ t−s

0

∑
y∈D

πu(∆i(z), y)|L f (y)|du

2

+ 2

∫ t−s

0

∑
y∈D

πu(z, y)|L f (y)|du

2

Since t ≥ t1, we can use Lemma 2 to bound πu(w, y) ≤ θπt(z, y) for every y ∈ D and
ω ∈ {z, ∆i(z)}. We obtain
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i2 ≤4θ2

∫ t−s

0

∑
y∈D

πt(z, y)|L f (y)|du

2

=4θ2t2

∑
y∈D

πt(z, y)

 N∑
i=1

ϕ(yi)| f (∆i(y)

 − f (y)|)


2

.

Using below two times the Cauchy-Schwarz inequality we get

i2 ≤4θ2t2M
∑
y∈D

πt(z, y)
N∑

i=1

ϕ(yi) ( f (∆i(y)) − f (y))2

= 4θ2t2Mez(Γ( f , f )(xt)Ixt∈D),

where M := N2(ϕ(m) + 1)2.

Lemma 4. For the PJMP as described in (1)-(4), we have

ex( f 2(xt)Ixt∈D) − (ex( f (xt)Ixt∈D))2 ≤2tΓ( f , f )(x)+

8θ2t3M

 N∑
i=1

ϕ(xi)

 ex(Γ( f , f )(xt)Ixt∈D)

for every t ≥ t1.

Proof. Consider the semigroup Pt f (x) = ex f (xt). Since d
ds Ps = LPs = PsL, we can

calculate

Pt f 2(x) − (Pt f (x))2 =

∫ t

0

d
ds

Ps(Pt−s f )2(x)ds =
∫ t

0
PsΓ(Pt−s f , Pt−s f )(x)ds. (9)

We want to bound Γ(Pt−s f , Pt−s f ) by Pt−sΓ( f , f ) so that the energy of the Poin-
caré inequality will be formed. If the process is such that the translation property
ex+y f (z) = ex f (z+ y) holds, as in Wang & Yuan (2010); Ane & Ledoux (2000), then
one can obtain the desired bound as shown below.

Γ(Pt−s f , Pt−s f )(x) =
1
2

N∑
i=1

ϕ(xi)(e∆i(x) f (xt−s) − ex f (xt−s))2

=
1
2

N∑
i=1

ϕ(xi)(ex f (∆i(xt−s)) − ex f (xt−s))2 ≤ Pt−sΓ( f , f )(x).

In our case where we do not have the translation property we will use a bound
based on the Dynkin’s formula

ey f (xt) = f (y) +
∫ t

0
ey(L f (xu))du,

we can consequently bound
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e∆i(x) f (xt−s) − ex f (xt−s)

)2
≤2 ( f (∆i(x)) − f (x))2 +

+ 2
(∫ t−s

0

(
e∆i(x)(L f (xu)) − ex(L f (xu))

)
du

)2

.

To bound the second term we apply Lemma 3(
e∆i(x) f (xt−s) − ex f (xt−s)

)2
≤2 ( f (∆i(x)) − f (x))2

+ 8θ2t2Mex(Γ( f , f )(xt)Ixt∈D).

By the definition of the carré du champ we then get

Γ(Pt−s f , Pt−s f )(x) ≤2Γ( f , f )(x) + 8θ2t2M

 N∑
i=1

ϕ(xi)

 ex(Γ( f , f )(xt)Ixt∈D).

If we combine the last one together with (9) we obtain

Pt f 2(x) − (Pt f (x))2 ≤2tΓ( f , f )(x) + 8θ2t3M

 N∑
i=1

ϕ(xi)

 ex(Γ( f , f )(xt)Ixt∈D).

From the last Lemma we obtain the following local Poincaré inequality.

Corollary 3. For the PJMP as described in (1)-(4), we have

µ( f 2ID) ≤µ(
(
ex( f (xt)Ixt∈D)

)2) + a1(t)µ(Γ(( f , f ))(x))+

a2(t)µ

 N∑
i=1

ϕ(xi)

 ex(Γ( f , f )(xt)Ixt∈D)

 .
Where a1(t) = 2t and a2(t) = 8θ3t3M.

Proof. Since for µ the invariant measure of Pt one has µ(x) =
∑

y µ(y)Pt(y, x) we can
write

µ( f 2ID) =
∑
x∈D

µ(x) f 2(x) =
∑
x∈D

∑
y

µ(y)Pt(y, x) f 2(x) =

=
∑

y

µ(y)
∑
x∈D

Pt(y, x) f 2(x). (10)

If we now use Lemma 4 to bound the semigroup we obtain

µ( f 2ID) ≤µ(
(
ex( f (xt)Ixt∈D)

)2) + 2tµ(Γ(( f , f ))(x))+

8θ3t3Mµ

 N∑
i=1

ϕ(xi)

 ex(Γ( f , f )(xt)Ixt∈D)

 .
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Since we have already obtained local Poincaré inequalities, as well as the Lya-
punov inequality required, in the following proposition we show how the two con-
ditions, the local Poincaré of Corollary 3 and the Lyapunov inequality of Lemma 1,
are sufficient for the Poincaré type inequality of Theorem 1.

Proposition 1. Assume that for some V ≥ 1 the Lyapunov inequality

LV ≤ −ϑV + bIB

holds and that for some D ⊃ B we have the weighted local Poincaré

µ( f 2ID) ≤µ(
(
ex( f (xt)Ixt∈D)

)2) + a1(t)µ(Γ(( f , f ))(x)Ix∈D)+
a2(t)µ

(
B(x)ex(Γ( f , f )(xt)Ixt∈D)

)
(11)

where B(x) a function of the initial configuration x. Then∫
VarEx ( f (xt))dµ ≤δ(t)µ(Γ( f , f )(x)) + a2(t)µ

(
B(x)Pt(Γ( f , f )Ixt∈D)(x)

)
where δ(t) = a1(t) + d1

2θ , for some d1 > 0.

Proof. At first, we can write

µ( f 2) =µ( f 2ID) +
1
ϑ
µ( f 2ϑIDc ).

For the first term on the right hand side we can use (11), while for the second we
can use the Lyapunov Inequality. That gives

µ( f 2ϑIDc ) ≤µ( f 2−LV
V
IDc ) + bµ( f 2IB∩Dc ).

If we choose D large enough to contain the set B, i.e. B ∩ Dc = ∅ the last one is
reduced to

µ( f 2ϑIDc ) ≤ µ( f 2−LV
V
IDc ).

The need to bound the quantity −LV
V which appears from the use of the Lyapunov

inequality is the actual reason why we need to make use of the invariant measure µ
and obtain the type of Poincaré inequality shown in our final result. If we had not
taken the expectation with respect to the invariant measure, we would had to bound∫

f 2−LV
V
IDc dPt

instead. This, in the case of diffusions can be bounded by the carré du champ of
the function Γ( f , f ) by making an appropriate selection of exponential decreasing
density (see for instance Bakry et al. (2008, 2014); Cattiaux et al. (2009)). In the
case of jump processes however, and in particular of PJMP as on the current paper
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where densities cannot been specified, a similar bound cannot be obtained. However,
when it comes to the analogue expression involving the invariant measure there is a
powerful result that we can use, which has been presented in Cattiaux et al. (2009)
(see Lemma 2.12). According to this, if we take the expectation with respect to the
invariant measure, the desired bound holds as seen in the following Lemma.

Lemma 5. (Lemma 2.12 in Cattiaux et al. (2009)) For every U ≥ 1 such that −LU
U

is bounded from below, the following bound holds

µ f 2−LU
U
≤ d1µ( f (−L) f )

where µ is the invariant measure of the process and d1 is some positive constant.

Since V ≥ 1 and for x ∈ D we have from the Lyapunov inequality that −LV
V ≥ ϑ

we get the following bound

µ( f 2ϑIDc ) ≤ d1µ( f (−L) f )

for some positive constant d1. Since for the infinitesimal operator µ(L f ) = 0 for
every function f , we can write∫

( f (−L) f )dµ =
1
2

∫
(L( f 2) − 2 fL f )dµ =

1
2

∫
Γ( f , f )dµ.

So that,

µ( f 2θIDc ) ≤
d1

2
µ(Γ( f , f )). (12)

Gathering all together we finally obtain the desired inequality∫
f 2dµ ≤(a1(t) +

d1

2ϑ
)µ(Γ( f , f )(x)) + a2(t)µ

(
B(x)Pt(Γ( f , f )Ixt∈D)(x)

)
+

µ(
(
ex( f (xt)Ixt∈D)

)2)

which proves the proposition for a constant δ(t) = a1(t) + d1
2ϑ .

The last proposition together with the Lyapunov inequality from Lemma 1 and
the local Poincaré inequality of Corollary 3 proves Theorem 1.

3.2 Proof of the Poincaré inequalities for the invariant measure

We start this section by proving a Poincaré inequality for the invariant measure.
For this we will use Lyapunov methods developed in Bakry et al. (2008), Bakry et
al. (2014) and Cattiaux et al. (2009).
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Proposition 2. For the PJMP as described in (1)-(4), assume that for some V ≥ 1
the Lyapunov inequality

LV ≤ −ϑV + bIB

holds. Then µ satisfies a Poincaré inequality

µ ( f − µ f )2 ≤ C0µ(Γ( f , f )),

for some C0 > 0.

Proof. At first assume µ( fID) = 0. We can write

Varµ( f ) =
∫

f 2dµ −
(∫

fIDc dµ

)2

≤

∫
f 2IDdµ +

1
ϑ

∫
f 2ϑ IDc dµ.

For the second term if we work as in Proposition 1, with the use of the Lyapunov
inequality we have the following bound∫

f 2ϑIDc dµ ≤
∫

f 2−LV
V
IDc dµ ≤ d1

∫
Γ( f , f )IDc dµ.

For the first term, we will use the approach applied in Saloff (1996) in order to prove
Poincaré inequalities for finite Markov chains. Since we have assumed

∫
fIDdµ =

0, we can write∫
f 2IDdµ =

1
2

∫ ∫
( f (x) − f (y))2 Ix∈DIy∈Dµ(dx)µ(dy).

If we consider Jxy =
{
J1, ..., J∥Jxy∥

}
to be the shortest sequence of spikes that

leads from the configuration x to the configuration y without leaving D, then we
can denote x̃0 = x and for every k = 0, ..., ∥Jxy∥, x̃k = ∆Jk (∆Jk−1 (...∆J1 (x))...), the
configuration after the kthe neuron on the sequence has spiked. Since D is finite, the
length of the sequence is always uniformly bounded for any couple x, y ∈ D. Then

µ(x)µ(y)( f (x) − f (y))2 ≤ µ(y)µ(x)
|Jxy |∑
j=0

( f (∆(x̃ j)J j ) − f (x̃ j))2.

Since ϕ ≥ δ we have

µ(x)µ(y)( f (x) − f (y))2 ≤
µ(y)µ(x)

δ

|Jxy |∑
j=0

φ(x̃i
J j

)( f (∆(x̃ j)J j ) − f (x̃ j))2.

If we form the carré du champ, we will obtain
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µ(x)µ(y)( f (x) − f (y))2 ≤
µ(y)µ(x)

δ

|Jxy |∑
j=0

∑
i∈D

φ(x̃i
J j

)( f (∆(x̃ j)J j ) − f (x̃ j))2

≤
µ(y)µ(x)

mı́n{x ∈ D : µ(x)}δ

|Jxy |∑
j=0

µ((x̃ j))Γ( f , f )(x̃ j).

This leads to∫
f 2IDdµ ≤

N2

2 mı́n{x ∈ D : µ(x)}δ

∑
x∈D

π(x)Γ( f , f )(x)

=
N2

2 mı́n{x ∈ D : µ(x)}δ
µ(Γ( f , f )ID).

Gathering everything together gives

Varµ( f ) ≤
(

N2

2 mı́n{x ∈ D : µ(x)}δ
+ d1

) ∫
Γ( f , f )dµ.

4 Proof of Talagrand inequality for the invariant measure

In the current section we prove concentration properties. At first we present the
general proposition that connects the Poincaré inequality of Theorem 2 with measu-
re concentration properties. These properties will be based on the following propo-
sition, that follows closely the approach in Ledoux (2001) (see also Ledoux (1999),
Bobkov & Ledoux (1997), Aida, Masuda, & Shigekawa (1994) and Aida & Stroock
(1994)). We will also use elements from Barthe & Roberto (2008) since one of the
main conditions (13), will refer to the bounded function Fr = mı́n{F, r}.

Proposition 3. Assume that the Poincaré inequality

Varµ( f ) ≤ C0

∫
Γ( f , f )dµ

holds, and that for some λ such that λ < 1
√

C0C3

µ(Γ(eλFr/2, eλFr/2)) ≤ λ2C3µ
(
eλ(t)Fr

)
. (13)

Then the following concentration inequality holds

µ ({F > r}) ≤ λ0eλµ(F)e−λr,

for some λ0 > 0. Furthermore,

µ ({|PtF − µ f | > r}) ≤ λ0eλµ(F)e−λr.
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Proof. From the Poincaré inequality, for f = e
λFr

2 , we have

µ(eλFr ) ≤ C0µ(Γ(e
λ
2 Fr , e

λ
2 Fr )) +

(
µe

λ
2 Fr

)2
.

If we bound the carré du champ from condition (13)

µ(eλFr ) ≤ C0λ
2C3µ

(
eλFr

)
+

(
µe

λ
2 Fr

)2
.

For λ < 1
√

C0C3
we get

µ(eλFr ) ≤
1

1 − λ2C0C3

(
µe

λ
2 Fr

)2
.

Iterating this gives

µ(eλFr ) ≤
n−1∏
k=0

 1

1 − λ2C0C3
4k

2k (
µ(e

λ
2n Fr )

)2n

.

We notice that
(
µ(e

λ
2n Fr )

)2n

→ eλµ(Fr) as n→ ∞ and that

λ0 :=
∏n−1

k=0

(
1

1− λ2C0C3
4k

)2k

< ∞ for λ < 1
√

C0C3
. So we get

µ(eλFr ) ≤ λ0eλµ(Fr) < ∞.

Since
{PtFr < r} = {PtF < r}

we can apply Chebyshev’s inequality

µ ({PtF > r}) ≤ e−λrµ(eλPt Fr ) ≤ e−λrµ(PteλFr ) = e−λrµ(eλFr ),

because of Jensen’s inequality and the invariant measure property µPt = µ. Simi-
larly, since

{Fr < r} = {F < r}

we also have
µ ({F > r}) ≤ e−λrµ(eλFr ).

To get the final result, at first we substitute F with F−µ(F). Then repeat the same
for −F and the result follows.

To complete the proofs of concentration Theorems 3 and 4 and of Corollary 3,
we need to verify (13). We start with Theorem 4. We have to show condition (13)
for F(x) =

∑N
i=1 xi. This is shown in next Lemma.

Lemma 6. Assume the PJMP as described in (1)-(4). Let F(x) =
∑N

i=1 xi for x =
(x1, ..., xN) ∈ RN

+ . Then
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µ(Γ(eλFr/2, eλFr/2)) ≤ C3λ
2µ

(
eλFr

)
where Fr = mı́n(F(x), r) for r > 0.

Proof. Using the definition of Γ(, )

µ(Γ(eλFr/2, eλFr/2)) =
N∑

i=1

µ

ϕ(xi)(eλFr(x)/2 − eλFr(∆i(x))/2)2︸                               ︷︷                               ︸
Mi

 .
To bound µ(Mi) we will distinguish four cases:
a) Consider the set A := {x : F(x) ≥ r and F(∆i(x)) ≥ r}. Then, for x ∈ A

Fr(∆i(x)) = Fr(x) = r and so µ(MiIA) = 0.
b) Consider the set B := {x : F(x) ≥ r and F(∆i(x)) ≤ r}. Then, for x ∈ B,

Fr(∆i(x)) =
∑
j, j,i

∆i(x) j < r = Fr(x) ≤
∑

j

x j

so that

µ(MiIB) ≤ λ2µ
(
ϕ(xi)eλFr(x)(Fr(x) − Fr(∆i(x)))2

)
≤

≤ λ2eλrµ
(
ϕ(xi)(Fr(x) − Fr(∆i(x)))2

)
.

Since Fr(∆i(x)) =
∑

j, j,i Wi→ j +
∑

j, j,i x j < r ≤
∑

j x j we have

Fr(x) − Fr(∆i(x)) = r −

∑
j, j,i

x j +
∑
j, j,i

Wi→ j

 < xi −
∑
j, j,i

Wi→ j

which leads to

µ(MiIB) ≤ λ2eλrµ

ϕ(xi)(xi −
∑
j, j,i

Wi→ j)2

 = Ciλ2eλr = Ciλ2µ(eλFrIB)

where above we denoted Ci = µ(ϕ(xi)(xi)2) + N2
0µ(ϕ(xi)) and computed

eλFrIB = eλrIB = µ(eλrIB) = µ(eλFrIB).

c) Consider the set C := {F(∆i(x)) ≤ F(x) < r}. Then, for x ∈ C,

Fr(x) − Fr(∆i(x)) =
∑

j

x j −

∑
j, j,i

x j +
∑
j, j,i

Wi→ j

 = xi −
∑
j, j,i

Wi→ j ≥ 0,

so that
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µ(MiIC) ≤λ2µ
(
ϕ(xi)eλFr(x)(Fr(x) − Fr(∆i(x)))2

)
≤λ2µ

ϕ(xi)eλFr(x)(xi −
∑
j, j,i

Wi→ j)2


≤λ2µ

(
ϕ(xi)eλFr(x)(xi)2

)
.

Since Fr ≤ r we know that µ(eλFr ) ≤ eλr < ∞ and so we can bound

µ(MiIC) ≤ λ2( sup
g:µ(g)=1

{ϕ(xi)(xi)2g})µ
(
eλFrIC

)
≤ λ2|||ϕ(xi)(xi)2|||∞µ

(
eλFrIC

)
where

||| f |||∞ = sup
g:µ(g)=1

{µ( f g)}.

d) Consider the set D := {F(x) < r and F(x) < F(∆i(x))}. Then, for x ∈ D,

∑
j

x j = Fr(x) < Fr(∆i(x)) ≤
∑
j, j,i

Wi→ j +
∑
j, j,i

x j = Fr(x) +

∑
j, j,i

Wi→ j − xi


which means that xi is bounded by

xi ≤
∑
j, j,i

Wi→ j ≤ N0

and that
0 ≤ Fr(∆i(x)) − Fr(x) ≤

∑
j, j,i

Wi→ j − xi.

So, we can compute

µ(MiID) ≤λ2µ
(
ϕ(xi)eλFr(x)(Fr(x) − Fr(∆i(x)))2

)
≤λ2µ

ϕ(xi)eλFr(∆i(x))(xi −
∑
j, j,i

Wi→ j)2


≤λ2µ

ϕ(xi)eλFr(x)eλ(
∑

j, j,i Wi→ j−xi)(xi −
∑
j, j,i

Wi→ j)2


≤N2

0ϕ(N0)λ2eλN0µ
(
eλFrID

)
.

If we gather all four cases together, we finally obtain

µ(Γ(eλFR/2, eλFr/2)) ≤ Cλ2µ
(
eλFr

)
for a constant

C3 = máx{µ(ϕ(xi)(xi)2) + N2
0µ(ϕ(xi)), |||ϕ(xi)(xi)2|||∞,N2

0ϕ(N0)eλN0 }.
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In the remaining of the paper, we prove the concentration properties presented in
Theorem 3 and Corollary 2. What remains is to present conditions so that (13) of
Proposition 3 holds.

As one can see in the main tool to show concentration properties presented in
Proposition 3, we need to bound µ(Γ(eλ f /2, eλ f /2)). In the case of diffusion, where
µ(Γ( f , f )) = µ(||∇ f ||2), for any smooth function ψ one has

µ(Γ(ψ( f ), ψ( f ))) ≤ ||∇ f ||2∞µ(ψ′( f )2)

and so one can bound µ(Γ(eλ f /2, eλ f /2)) ≤ λ2

4 ||∇ f ||2∞µ(eλ f ), and so the condition fo-
llows for functions f such that ||∇ f ||2∞ < 1 (see Ledoux (2001) and Ledoux (1999)).
In the case, as is in the current paper, of an energy expressed through differences,
where the chain rule is not satisfied, this cannot hold. However, as demonstrated
in Aida & Stroock (1994) (see also Gross & Rothaus (1998) for applications), in
the special situation where the semigroup is symmetric, one can have an analogue
result, that is

µ(Γ(eλ f /2, eλ f /2)) ≤
λ2

4
|||| f ||||2∞µ(eλ f (x))

where now |||| f ||||∞ can be considered as a generalised norm of the gradient (see also
Ledoux (2001)), given by the following expression

|||| f ||||∞ = sup
{
E(g f , f ) −

1
2
E(g, f 2); g : ||g||1 ≤ 1

}
where E( f , g) := lı́mt→0

1
2t

∫ ∫
( f (x) − f (y))2 pt(x, dy)µ(dx). Then, of course, for the

concentration property to hold, one needs functions that satisfy the following con-
dition |||| f ||||∞ < 1. In our case however, we can still obtain the desired property for
a different class of functions, that satisfy

|||ϕ(xi)D( f )2|||∞ < 1 and |||ϕ(xi)eλD( f )D( f )2|||∞ < 1

where ||| f |||∞ = supg:µ(g)=1{µ( f g)}).
In the following Lemma we show condition (13) under the hypothesis
|||ϕ(xi)D( f )2|||∞ < 1 and |||ϕ(xi)eλD( f )D( f )2|||∞ < 1 of Theorem 3, for non-

compact neurons as in (4)-(1).

Lemma 7. Assume the PJMP as described in (1)-(4). Assume functions f such that

|||ϕ(xi)D( f )2|||∞ < 1 and |||ϕ(xi)eλD( f )D( f )2|||∞ < 1,

where D( f ) = supN
i=1 | f (x) − f (∆i(x))|. Then

µ(Γ(eλ fr/2, eλ fr/2)) ≤ C3λ
2µ

(
eλ fr

)
.

Proof. Using the definition of Γ(, ) we compute
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µ(Γ(eλ fr/2, eλ fr/2)) =
N∑

i=1

µ

ϕ(xi)(eλ fr(x)/2 − eλ fr(∆i(x))/2)2︸                              ︷︷                              ︸
Mi

 .
a) Consider the set A := {x : f (x) ≥ r and f (∆i(x)) ≥ r}. Then, for x ∈ A,

fr(∆i(x)) = fr(x) = r and so µ(MiIA) = 0.
b) Consider the set B := {x : f (x) ≥ r and f (∆i(x)) ≤ r}. Then, for x ∈ B,

µ(MiIB) ≤ λ2µ
(
ϕ(xi)eλ fr(x)D( f )2

)
≤ λ2eλrµ

(
ϕ(xi)D( f )2

)
which leads to

µ(MiIB) ≤ µ
(
ϕ(xi)D( f )2

)
λ2µ(eλ frIB)

since
eλ frIB = eλrIB = µ(eλrIB) = µ(eλ frIB).

c) Consider the set C := { f (∆i(x)) ≤ f (x) < r}. Then, for x ∈ C,

µ(MiIC) ≤λ2µ
(
ϕ(xi)eλ fr(x)( fr(x) − fr(∆i(x)))2

)
≤λ2µ

(
ϕ(xi)eλ fr(x)D( f )2

)
.

Since fr ≤ r we know that µ(eλ fr ) ≤ eλr < ∞ and so we can bound

µ(MiIC) ≤ λ2( sup
g:µ(g)=1

{ϕ(xi)D( f )2g})µ
(
eλ frIC

)
≤ λ2|||ϕ(xi)D( f )2|||∞µ

(
eλ frIC

)
where

||| f |||∞ = sup {µ( f g); g : µ(g) ≤ 1} .

d) Consider the set D := { f (x) < r and f (x) < f (∆i(x))}. Then, for x ∈ D,

µ(MiID) ≤λ2µ
(
ϕ(xi)eλ fr(∆i(x))( fr(x) − fr(∆i(x)))2

)
≤λ2µ

(
ϕ(xi)eλ fr(x)eλD( f )D( f )2

)
≤λ2|||ϕ(xi)eλD( f )D( f )2|||∞µ

(
eλ frID

)
,

where again we used that eλ frID = eλrID = µ(eλrID) = µ(eλ frID).
We then have

µ(Γ(eλ fr/2, eλ fr/2)) ≤λ2
N∑

i=1

(
2|||ϕ(xi)D( f )2|||∞ + |||ϕ(xi)eλD( f )D( f )2|||∞

)
µ
(
eλ fr

)
≤3Nλ2µ

(
eλ fr

)
,

and the Lemma follows for some constant C3 = 3N.
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5 Conclusion

In the current work we studied Poincaré and Talagrand concentration inequalities
for neurons with noncompact membrane potential. In both the Poincaré inequality
and the Talagrand inequality, the main tool to control the behaviour of the neurons
when their membrane potential takes big values was a Lyapunov inequality

LV ≤ −ϑV + bIB

for some compact B. In order to satisfy this property we require the intensity fun-
ction ϕ to be strictly bigger than zero (1) and increase fast enough (2). The Poincaré
inequality presented in Theorem 2 and the concentration properties of Theorems
3 and 4 imply that whenever the membrane potential of the neurons gets high va-
lues away from some compact set, the system returns exponentially fast back to the
compact set.
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